**Fundamentals of Deep Learning 2025, Apr 06**

Colab notebook showing how to to load a variant of the fruits dataset from Kaggle

<https://colab.research.google.com/drive/1OdqfYdVDhiSY7yQIJ0Jay94em2GPbZ7D?usp=sharing>

fruit classification:

If you didn't receive the Nvidia code via email, you were not part of the first 40 participants who registered with a valid academic address. You can still audit the course and complete the Kaggle challenge here:

<https://www.kaggle.com/t/b4dbb9add11c4da0962b837929799d52>

We will also offer the course again in the future

==

Hello, yesterday you gave a website to access a large stock of images, if someone has the website, I would appreciate it if you could send it.

1. Did you mean <https://try.fiftyone.ai/datasets> ?

**1**

1. [10:13]

Tutorial to set up kagglehub on Google Colab <https://github.com/andandandand/practical-computer-vision/blob/main/docs/kagglehub_setup_colab.md>

==

[setosa.io/ev/image-kernels/](https://setosa.io/ev/image-kernels/)

There are some special matrices that are often used in ML and CV:  
**Sobel Filter:** Detects edges by calculating the gradient magnitude and direction of pixels in an image.  
**Laplacian Filter:** Enhances edges by highlighting regions of rapid intensity changes.  
Yes - we used to do these by hand! ![😅](data:image/png;base64,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)  
  
==

09:49

I've watched all your videos and feel comfortable with the classification aspects and fully connected layers, but I'd like to deepen my understanding of the convolutional process specifically. Could you walk through:

1. How exactly do the convolutional filters detect features in an image?
2. What's the intuition behind filter initialization and how they learn during training?
3. How does the concept of receptive fields evolve through a CNN architecture?

10:23

1. Intuition: convolutional networks when run on images just discard the pixel values that do not correlate with the target and highlight the pixel values that do
2. Filters are set completely random when training from scratch. The filters are learned by minimizing the cross entropy loss value (or any other value that is used as loss function) at the final layers of the network. Backpropagation and stochastic gradient descent do the job of defining the values in the convolution filters. When doing inference with a pretrained model, the convolution filters come from the previous training.
3. What do you mean with "evolve"?

==

Traditional image processing uses convolutions with weights 'set by hand'. If we want to blur an image or shapen an image, we already know which set of weights achieve this effect. This doesn't require the usage or training of a convolutional neural network. A set of known image processing kernels with weights set by hand is available here

<https://setosa.io/ev/image-kernels/>

<https://www.image-net.org/>

**ImageNet** is an image database organized according to the [WordNet](http://wordnet.princeton.edu) hierarchy (currently only the nouns), in which each node of the hierarchy is depicted by hundreds and thousands of images. The project has been [instrumental](https://qz.com/1034972/the-data-that-changed-the-direction-of-ai-research-and-possibly-the-world/) in advancing computer vision and deep learning research. The data is available for free to researchers for non-commercial use.

==

andandandand/images-for-colab-notebooks

<https://github.com/andandandand/images-for-colab-notebooks>

==

Explanation about BatchNorm and turning it off with model.eval()

<https://www.youtube.com/watch?v=3kGE1vCmxag>

==

*transform* changes the np to torch?  
Yes, *ToImage* turns it to a *torchvision.tv\_tensors.Image*, which is a subclass of *torch.Tensor*

==

1. When does it not make sense to use a pretrained model on Imagenet? For example if I am working on medical images, should I look for a model pretrained on medical images (if it exists)?

**1**

A big specialized dataset of medical images is beneficial. However using pretrained weights is better than using purely random weights from untrained models. We benefit a lot from the variety and size of the imagenet dataset. The first layers learn very general features. There are training techniques that exploit this. Look into discriminative learning rates in FastAI and the following paper to get a better sense of this

<https://arxiv.org/pdf/1311.2901> One can also fine tune a model pretrained on Imagenet to perform well on medical images, see the project here:

<https://github.com/pixel-diagnose>

==

Is resizing image require for both training and Inference/prediction?  
The AdaptiveAvgPooling layer makes x and y resizing unnecessary, however the transformations applied on the pretraining have the resizing applied, you can inspect them with   
`from torchvision.models import VGG19\_Weights  
VGG19\_Weights.IMAGENET1K\_V1.transforms()`

+ I would assume that applying the transformation during inference is necessary, because the model was trained with the transformations applied and if you do not use them during inference you are immediately out of distribution?

Correct, the learned filters haven been learned on images of size 224 x 224, this is a reason why the convention of doing resizing persists even though the model doesn't really "need it" during inference. You can find a discussion here

<https://discuss.pytorch.org/t/how-can-torchvison-models-deal-with-image-whose-size-is-not-224-224/51077>

==

mean and std values to transform images are the same for every imagenet classification models?

Yes, these mean and std values come from statistics of the training set of ImageNet (ImageNet is a dataset, not a network, we use ImageNet to train networks). These are computed on the RGB channels, that's why we have three of them. This is explained in this video

<https://youtu.be/0Lz1uDpgVCw?si=dAr2P1U13eUWHMdM>

==

how do we know what transformation will help for the correct reconnection of pytorch ?   
do you have some ressources of different exemple ?  
now we use a transform to have better contrast, but i think for other model we have to do other tricks ?

We use the transformations that were use to "pretrain" the model on ImageNet, this is to make the RGB values of our images be interpreted as similar to the ones on the ImageNet training data. This allows us to do "transfer learning" from the ImageNet pretrained model to our own dataset. We will have a workshop on transfer learning in the coming weeks, however these aspects are explained in the video here

<https://youtu.be/0Lz1uDpgVCw?si=dAr2P1U13eUWHMdM>

==

==

There are no recording for these sessions. The content has already been recorded and edited and posted on Youtube

<https://youtu.be/0Lz1uDpgVCw?si=dAr2P1U13eUWHMdM>

==

Slides for the Image Dataset Curation workshop

<https://docs.google.com/presentation/d/1EHXOoHANv50bEHJ3wKN0nwjlPURbiKLn4ooMJae1LZc/edit?usp=sharing>

[hometogo.com](http://hometogo.com)

==

amazon mechanical turk

https:// [mturk.com](http://mturk.com)

==

MNIST on fiftyone

<https://colab.research.google.com/drive/11dmd1YImqEA5M7_OlXKf16F8QTU8EeA_?usp=sharing>

tutorial:

<https://docs.voxel51.com/tutorials/image_embeddings.html>

==

yes, we can do this with anything that we can feed into a neural network. Here is an example with the BERT embedding model for text

<https://colab.research.google.com/drive/1r0_D346-4ALaVdttV0EAeydgS6_RdtGn?usp=sharing>

Yes, we can do this. Here you can leverage the use of tags

<https://docs.voxel51.com/user_guide/basics.html#tags>

==

1. Paper discussing why embeddings from pretrained networks work so nicely for different tasks (mainly classification and retrieval based on similarity are discussed here)
2. <https://www.csc.kth.se/~azizpour/papers/ha_cvpr14w.pdf>

==

how to run FiftyOne on own computer, not out of colab

<https://docs.voxel51.com/getting_started/install.html>